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Disclaimer

THIS PRESENTATION DOES NOT CONSTITUTE AN OFFER TO SELL OR THE SOLICITATION OF ANY OFFER TO BUY AN INTEREST IN A FUND OR VEHICLE MANAGED BY COATUE MANAGEMENT,
L.L.C. ("COATUE").

ANY SUCH OFFER OR SOLICITATION WILL BE MADE ONLY AT THE TIME A QUALIFIED OFFEREE RECEIVES A CONFIDENTIAL PRIVATE OFFERING MEMORANDUM OR OTHER OFFERING
DOCUMENT (*CPOM®) DESCRIBING THE OFFERING AND RELATED SUBSCRIPTION AGREEMENT.

IN THE CASE OF ANY INCONSISTENCY BETWEEN THE DESCRIPTIONS OR TERMS IN THIS PRESENTATION AND THE CPOM, THE CPOM SHALL CONTROL.

COATUE HAS PROVIDED THIS PRESENTATION SOLELY IN CONNECTION WITH ONGOING OR INTENDED DISCUSSIONS WITH THE PERSON TO WHOM IT HAS BEEN DELIVERED. IN THIS REGARD,
THE PERFORMANCE FIGURES, AND CERTAIN OTHER INFORMATION INCLUDED IN THIS PRESENTATION, REQUIRE FURTHER EXPLANATION AND MUST BE DISCUSSED WITH YOUR COATUE
REPRESENTATIVES. ACCORDINGLY, PROSPECTIVE INVETORS SHOULD NOT RELY ON THE INFORMATION IN THIS PRESENTATION ABSENT SUCH DISCUSSIONS.

NO SECURITIES OR SERVICES SHALL BE OFFERED OR SOLD IN ANY JURISDICTION IN WHICH SUCH OFFER, SOLICITATION OR SALE WOULD BE UNLAWFUL UNTIL THE REQUIREMENTS OF THE
LAWS OF SUCH JURISDICTION HAVE BEEN SATISFIED. WHILE ALL THE INFORMATION PREPARED IN THIS PRESENTATION 1S BELIEVED TO BE ACCURATE, COATUE MAKES NO EXPRESS
WARRANTY AS TO THE COMPLETENESS OR ACCURACY NOR CAN IT ACCEPT RESPONSIBILITY FOR ERRORS, APPEARING IN THE PRESENTATION. NEITHER COATUE NOR ITS AFFILIATES
ASSUMES ANY DUTY TO UPDATE THE INFORMATION CONTAINED HEREIN FOR SUBSEQUENT CHANGES OF ANY KIND AND THERE IS NO ASSURANCE THAT THE POLICIES, STRATEGIES OR
APPROACHES DISCUSSED HEREIN WILL NOT CHANGE.

ANY PROJECTIONS, MARKET OUTLOOKS OR ESTIMATES IN THIS PRESENTATION ARE FORWARD-LOOKING STATEMENTS AND ARE BASED UPON CERTAIN ASSUMPTIONS. OTHER EVENTS
WHICH WERE NOT TAKEN INTO ACCOUNT MAY OCCUR AND MAY SIGNIFICANTLY AFFECT INVESTMENT RETURNS OR PERFORMANCE.

ANY PROJECTIONS, OUTLOOKS OR ASSUMPTIONS SHOULD NOT BE CONSTRUED TO BE INDICATIVE OF THE ACTUAL EVENTS WHICH WILL OCCUR. HISTORICAL RETURNS ARE NOT
PREDICTIVE OF FUTURE RESULTS,

THE INFORMATION PROVIDED HEREIN, INCLUDING, WITHOUT LIMITATION, INVESTMENT STRATEGIES, INVESTMENT RESTRICTIONS AND PARAMETERS, PROCEDURES, POLICIES, AND
INVESTMENT AND OTHER PERSONNEL MAY BE CHANGED, MODIFIED, TERMINATED OR SUPPLEMENTED AT ANY TIME, WITHOUT NOTICE.

THIS PRESENTATION 1S CONFIDENTIAL AND NOT INTENDED FOR PUBLIC USE OR DISTRIBUTION. THIS PRESENTATION HAS NOT BEEN APPROVED BY THE U.S, SECURITIES AND EXCHANGE
COMMISSION OR ANY OTHER FEDERAL OR STATE REGULATOR.

YOU SHOULD CAREFULLY READ THE IMPORTANT DISCLOSURES IN THE APPENDIX,
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Key [0pICS

— Where we are in Al today
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We're at Day 1 of Al...and riding on top of past waves

— % US Technology Adoption
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N the first half of 2023, the Al ecosystem exploded! (1/2)

— ChatGPT weekly unique visits — NVDA 2Q Earnings — Al Basket Performance YTD
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N the first half of 2023, the Al ecosystem exploded! (2/2)

— % of trending Github repos in AI/ML —— New Al applications over time — Number of models on Hugging Face
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Adoption has been twice as fast with each platform shift

——> Halving of penetration time with new technology waves

it of vaars to reach 50% user panalration in the US
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Al has potential to drive the economy for years to come

—— # of employees per $1M of revenue (inflation adjusted - S&P 500 companies)

~35% Improvement in Productivity
Driven by PC and Internet

1986 2000 2008 2019 Today Future w/ Al?
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We've seen massive investment in Al

———> Cumulative funding in private Al companies since 2020 — Valuation before public product launch

Open Al Raised $10B
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Coatue's broader Al portfolio DISTYL
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We've backed Al founders across stages

it of Coatue Al portfofio companies based on round whan Coalue firs! invested
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Key [opics

— Al could break through the hype and improve our world
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Coatue View: Al is not just hype

Characteristic of hype cycles Coatue view Historic Examples

[ value Accrual | Comparison: Historic cycles like fiber and cloud represent two
different outcomes for underlying infrastructure < ; .>
Value accrual misaligned
with investment Most investment in Al today is within the model layer, but it's 1990s Fiber
too early to declare who will be the Al model winners

Comparison: Self-driving cars finally arriving, but after 15+

| Capabiites years of work :ﬂl
O—0O

D‘“’EFE??W“?Q timeline & Al is already useful within ~5 years. \We are in early
capabilities of technology innings of adoption and expect models to improve, but Al
regulation is likely and is a challenge to implement well

Autonomous vehicles

[ oy | Comparison: Quantum computing hype was promising in
theory but has not yet proven widespread practical utility \{o X
Lack of widespread utility o2
due to maturity of technology Al already proving significant utility across domains Quantum computing
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Comparison: Some enabling technologies become a public good

Fiber Infrastructure
19905

Telco Co's raised $1.6T of equity & $600B of debt

Bandwidth costs decreased 90% within 4 years

A < » telligent
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ﬁﬂﬂ e Global Crossing Level(3)

Most of these companies no longer exist today...
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...WWhile cloud infrastructure became a huge market

Cloud Infrastructure
2010s

Entirely new computing paradigm

Most were already public companies with resources to build out data centers

aws a A

" Azure Lo

Google Cloud

Big 4 hyperscalers generate ~$150B+ in revenue annually
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Where did value accrue in the cloud stack’?

Cloud Stack Example Companies ; % of total in stack’

SaaS Apps @ FA\ Adobe ~$260B 40%

CONFLUENT 3egsnowflake ~$140B

‘::::?:'EE"" / _& Azure ~$200B

Cloud Semis AMD:' |nte| ~$5OB
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N Al, funding concentrated in moael layer for now

Al Stack Example Companies Total funding % of total in stack

Apps characterai .= replit ~$5B

@ 0openAI  ANTHROP\C ~$17B

(% Hugging Face Weights & Biases ~$1B

Al Cloud < databricks [\ ~$4B

Al Semis @a‘ebras Sl|SambaNovar ~$2B
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The jury is out on which model companies will win

Al Models

2020s
Private Al model companies raised ~$17B in venture funding since 2020

Open-source models are becoming more ubiquitous

®0penAI ANTHROP\C

Inflection cozhere N

Qutcome TBD
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Comparison: Al advancing much faster than previous waves

Levels of autonomy Autonomous vehicles Generative Al

Fully autonomous Superhuman reasoning & perception

15 Years

Highly autonomous § Al autopilots for complex tasks

~5 Years
Self-driving with . . % GitHub Copilot
ot Sl 5 Al co-pilot for skilled labor

ChatGPT

Tesla autopilot Supporting humans with basic tasks oo Speak

Cruise control ®  (Generating basic content o D
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Has initial Al enthusiasm slowed down?

—— Al usage worldwide started flattening during summer

Approximate global Al applications users count by month
550M User gr-i:'wrh' has siowead since Mﬂ'_!r"
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300M Vast majority of usage

(over 60% of userbase)

250M driven by ChatGPT Usage slowing could be many
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200M + Summer break for students

+ Shock and awe waning,
pecple know which use
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—arly developer excitement waning and washing out Al “tourists’

—— Excitement in AlI/ML on GitHub, measured by stars, has declined since April 2023

Percentage of all new GitHub stars given to AIYML repos

35%
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Serious Al builders remain

— AlI/ML commits have not declined as much since April 2023

Percent of Al/ML repository commils as proportion of total commits on GitHub
10%
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ChatGPT usage has rebounded, new capabilities have shipped

—— ChatGPT weekly web visits worldwide since launch

200M
450M
400M
350M
S00M
250M
200M

150M N
Could new capabilities such as GPT-

4Vision, Web Search or the GPTs
marketplace continue driving ChatGPT
usage forward?

100M

50M
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We believe It's tirst innings of enterprise Al adoption

—— ~60%+ of surveyed enterprises plan to adopt Al —— Less than 10% have fully adopted; timeline is long

POC or earlier

Adopting

Early testing / MVP

In prod. / scale rollout
Not adopting 5%

Fully adopted

Al-powered New Al products Al personalization y _
feaﬁlures for & support A Al-powered New Al products Al personalization

existing products features for & support
3 existing products
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We are optimistic: Al is getting better, faster

——> Speed for models to reach human level accuracy on benchmarks has decreased

Human parity

High school &

college subjecls

Reading

COMmprenansion

1998 2000 2002 2004 2006 2008 2010 2012 2014 2016 2018 2020 2022 2024
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Al regulation may be more likely than most think

— Initial polls suggest many Americans concerned about Al

% of sunveyved raspondants, Al FPolicy instifute

83% 829,

2%

| believe Al could cause Al should proceed Support a 6-month | trust Al tech executives
a catastrophic eventl slowly and deliberately pause in Al development o seli-regulate Al
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—U’'s Al Act Is among first examples of regulation

——> Most models fall short of meeting requirements from EU Al Act, per Stanford study iy

GPT-4 Cohara Command Claude v1 LLAMA-1

Draft EU Al Act
requirements
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Comparison: Is Al hype justified with real utility”?

—> Quantum computing interest has steadily grown without real world proof points...what about Generative Al?

Google trend ranking for “Quantum computing” vs" Generative Al"

- = Jan 2019
My 2008

1BM Unveils World's First Integrated Quantum Computing
System for Commercial Use
Quantum computer draws closer M Pt i i i i

By Dr David Whitehouse IBM says first guantum computing system
BEC News Online science editor

Is available, but is not widely used
< 1EEE Sep 2011

Practical Quantum Computers Creep Closer to
Reality > Physicists [ind quantum versions of both
feedback control and classical computer architecture

20

— Quantum computing
10 — Generative Al
WA A
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Al Is delivering game-changing value

Gi3. GitHub runway

Copilot

Time saved for Time saved from

5 5 % developers using 9 O % editing video on

Github Copilot Runway

° A

0O Reduction in human- 0 Al chat rated higher
45 A) answered customer 79 /C) it e physlen

support requests reSpONSes

Source Gt as of Seplember 2022, Runeeay as of Saplember 2208, Andv as of Apnl 2055, LA 2 of Aprl 2022, and Coshue analysis and opman 2s of Nowmber 2023 For lustratse purpases only. Thae B no guaranies that Coatue's wews: and projectons regarding e futur
{:D‘&TUE paricyler Coshus investment o fund well Benekl fram the Al tend. Logos isted abowe as sampies of Pe appicabls stedemers or trinds; do ned recessanly reoresentt Coahs rasiments, Sss Acpencoc-Discosures B imperkerd disciksures, nelycng reganding propscions o T




Al poised to improve productivity significantly!

Example: Designing Marketing Materials

Internet & Cloud Generative Al
1990s — 2010s 2020s + Beyond

Months —  Weeks Days —>  Minutes

Design on paper Design on local software Design on web apps ' Al-created design
lterate on physical copies tasy to iterate Instant collaboration ' Human prompts with text

Physical Digital Digital : Digital

Single-player Single-player Collaborative ' Collaborative

Manual Manual Manual ; Automated

Source Coatup anabsis and opiron as of Mosembsr 2027 For st
CD,&TUE disciosures, ncuding reganding proacions. and SorwardHookng &t




GitHub Copilot makes programming faster

——> QOver 8M downloads of Copilot extension —— Copilot improving developer productivity over time

Cumulative downloads of GitHub Copilot
1M

Acceptance rate of Copilot suggestions over time
34%
10M
33%
oM
8M 32 %

™ 1%

™

01/2022 07/22 01/23 07/23 01/24 Month 1

CGATU E Source GitHul accephancs roles a5 of June 2023, and Coatue analyss and Jpnen a8 of Movember 212, For iustralve purpdeseg ooty Therg @ no guiran s hat COB B YIENE Eng projacacng regarding the fulure poberial o &) are accurabe o that ary paricular Coahon invesirsnt o fund 'will Danifit iom ha Al rend. Sea 31
Appende-Daciosuns lor mportan] deckesunes, Inchudng reganding projectons and fonwardHoosing slatemanie and ends




Companies have seen huge efficiency gains already

Experience from one Fintech company

——> Al is cheaper customer support —> Al provides faster responses ——> Al makes customers happier

Cost per support interaction Median response time (min) Median customer satisfaction

45+

Human Human Human
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Knowledge work, such as consulting, could e transtormed by Al

— In one study, BCG consultants using Al performed better across all task metrics, including 40% better quality work

%55 BOG

FPerformance improvement on vartous tasks (1 being control group performance)

1.530
1.445
1.360

1.275 o

1.190 O

1.105
1.020

0.835

I S e B

Task completion rate Task completion speed Task completion quality

Control Il With GPT-4

Sourcer HEE & BLAG shidy as of Moweriber 2023 Courlue analyss and opinian as of Novermber 2020 Peprasenis axparienon rom onae cansuiting fim in on patcular stucly. Results may not b companabis acnass all consuiting fims, and wa are nal making a stalsmant that resulls would |rarsiabe o dfemct cormasts and
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Key [opics

— We believe open-source is the lifeblood of Al

COATUE 34



How we got here — Al is built In the open

| Research | Research from academia & industry has driven
advancements in Al

Openly Available

Research Collaboration using open-sourced state-of-the-art models

has led to rapid pace of innovation nature
machine

intelligence

| Community | GitHub and Hugging Face underpin the open-source Al ¥ Hugging Face

community

Open Community o i G o8
articipation in Al has been explosive OG“H
ub

e 8 Cea There are varying degrees of openness across Al today @openar X Meta

Models & Data Companies realize the value of their own data, and model
providers have become more secretive X @ reddit

CD&T L]E Sounce Coaue or AheitE and Coeeon a8 of Movemer 2023 For ilugiratve purposes only. Thang 8 no guananbas il Caoaiue’ s vieas and EOjBCiors regorcing e fuburs coterbal of Al g accurite o that any partculor Contue iresimant or Lng wilibanaft Fom tha &1 mend L0300 Ehad pboesn Bt axampkes of the sppleabilp 35
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Al IS a result of open research

—— Cumulative Al/ML publications submitted on Arxiv

Anientlon Is All You Meed
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Open collaboration accelerates innovation in Al

—> |llustrative launches of Al models over time (non-exhaustive)

(0 Meta
LLaMA 2 launches in
00 Meta July ‘23
Stable Diffusion launches LLaMA in Feb ‘23 ;
launched on Aug ‘22

o Fa
GGML

p II@ .'@E:l;;i;GHLLM
€3 Dolly ﬁ NOMI

ream h
S GPT4all

'l."-'l rardi_ki
,. .u DpendAl Whisper I'I-ﬂHh replit replit-code-v1-3b

Vicuna

2023
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The Al developer community has exploded!

—— Software developers are becoming Al engineers —— Hobbyists are getting involved

# Al/ML Developers on GitHub #t Users Engaging with AI/ML Projects on GitHub

s

Source Devslopers msssuned by number of unique pecple makng commits to &l repositones. Engagemant measuned by unious users acting stars, fing sz, olc. Thase may nol match whal Gislub fracks rlemaly and should not ba construed & a souros of tnih. Contun analysis and opinion ax of Mowembaer 2022, For
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GitHub has been a place to discover new Al/ML projects

— 5 Cumulative GitHub stars given to Al/ML related projects

2020
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Open-source Al is inflecting on Hugging Face as wel

——> Number of times Al models have been downloaded from Hugging Face

' Hugging Face
400M & "VEENE

350M
300M
250M
200M
150M

100M

50M

CGAT L] E Source: Troges the quartery averagoa of The numbor of downlosd within Bal month dor ha Too 30 models on Hugong Face ranked by numider of downloads over 5 Trailng 30 Says). Cosus anaksis and opirion of Hugging Face dats as of Mavemer 3023 For dlustrabve puposas anly, Than is na uaranias thal Coalug's dl:l
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However, Al Is not always truly “open” (1/2)

—— Coatue’s open-source Al model checklist

GPT-2 GPT-3 GPT-4 Mistral-7B

ey AN Wl gL Ml 200 W L (v gy i

\

Dimensions of @ 0 pen AT @ Dpen AT @ UpEl’I Al

Openness

Model code
Model weights

Training data Meta did not

rEEASE ramnng
data specillcs
for Liahia-2
Model evaluation Could training
iata be the noext
battleqround’?

Architectural decisions

Open commercial
license

00000

Sourca Opsard) GET-0 and GPTL papers a3 of Saptarnbss 2000, LLAMA-Y andd LLAMA2? sapers a3 ol Saplamber 2023, Go gl BN clivials a8 ol Saplamber 2023, Mosaic MPT miodal annourciment 55 of Saptermber 2020, Inlsmalion about sach macal laken am model publcalians anid ressanch papers. Models s
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owever, Al is not always truly “open” (2/2)

—— Coatue's open-source Al model checklist

Codex Codagen Dall-E 2 Midjourmey Stable Diffusion 1.0

Al POET Mav 202 Ak Apr A bl 2O Al A5

gkl © OpenaT GOperal [Ny o B i

Model code

Model weights

Training data

Model evaluation

Architectural decisions

Open commercial
license

Sewunca Dperal Cocex Pape na ol Gapdeminer S0, Sabesipros Co Mg paperag of Septembar 2023, Rapit Code mocle anrounceman! as al Seplember 2073, DalE 2 TR --"':-l.|| bambar 2000 Mickouamisy walDs s &= ol Septemibar 2023, Slable Dffusion arnouncemanl as ol :-'\.H.}I!I.'r' st UL, Micclals wara salkachac]
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Data Is finally a new currency

—— Timeline of companies cracking down on data access in 2023

gettyimages

& MEDIA

ALLIAMCE

X

&
January 2023

« Announces lawsuit against
Stability Al for infringing on
copyright and trademark
protections

Source Theherge as of Jaruary 3021, NewsArdbladiadiianoe as of Seplember 20223

oraam-0oxng statemants and trands

1 Ardmastow as of Jurs 2000 Peuters as of July 202!

&
April 2023

Introduces new rules including
mandatory negotiations with
publishers for right to use content

CEQ announces plans to begin
charging Al developers for
access 1o data on the platform

Reddit turns on API
pricing in July. A
popular app Apollo
would need to pay an

estimated $20M / year

$12K for 50M
APl calls

&
July 2023

X announces rate
limits and cracks down
on data scrapers

85K for reading
1M posts
(monthly)

) as of Sepbember 20273, Costue andysis and apinion a5 of Mosember 323, For lustrative purposes onky. Logos isbed above as examples of the appicabie stalemants
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Despite signs of “closed Al”, open-source models are catching up

——> Chatbot rankings based on human feedback

ELO Ratings of LLMs (50K+ voles) - LMSYS

1092

Claude-1 GPT-3.5 Turbo Vicuna-33B8 LLAMA-2 70B chat  MPT-30B-chat Mistrak7B Instruct Koala-13B Alpaca-13B

@ Ciosed-Source @ Open-Source

Source LASYS as of Nowamber 2003, Cosbus snalyss and opraon as of Novembsr 2023, Norsedacstve lis) of modsls from LWMSYS, silecied b shew repsseniative s aoross difiensnt maodel provickers and simes, and (s nat 0 oecker of LWSY'S rankings. For lustralive any, Logos isied ahove a5 a of i
CGATUE applcable stalsments o endsc da not naceasenly repreasrCobus invsiments. Thens is no guertnise et Comus's views and prasclions reganding i utune podential af Al sns Sccursrs ar Bhat ory particular Costus mvesimin or fund wil Bansdl fram the Al frend Appenco- s caunes Ior importar discleaunes,
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Key Topics

— Al is transforming the tech ecosystem

COATUE 45



The new Al-centric technology ecosystem

i

%

Al developer

tools

[;] Al apps

*

Tral2h
<] -:-J']Ll_l‘l
|

=) Al models

D Cloud platforms

;1\.

Data center / hardware / power
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Foundation models are at the center of Al

@ S OQ ~ Hugging Face %uu}.m

ANTHROP\C cO:here ADEPT Inflection (B runway

Al models

COATUE  Sourcs Goatue naksis and conicn g of Noverrir 2020, For ilugtravg purposes orfy. Thive i no guarantea i Coatug's vis and projociond regircing the futur cotentil of Al g accurito o that any carticulir Cottua invesimant of Lnd wiltensft Fom tha Altrand. Logoa ksted siove ¢ exampias of tha soclcatie AT
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Last 50 years was about building faster & faster “calculators”. ..

N

1500nm

iy 1 e
oeral processing

"1 instruction at a time"

Il"ll

Chips got smaller & more powerful

~

-

Software

Based on instruction by programmer

Follows sequential programming logic

Does not require data

N

=

/

Computer
or
“Calculator”

CGJ&TUE Souncs Lo opereen and anayves &5 of Nowambe JUE. For illislralve puiposss o | i Pl QuiiraribEs 0 ilios & vl i prajecions isgaeling This Lilune polsniia of &l are aooursls or sl o 1| [ F Tl o L sl o Tt T Ty CinLinEE |
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But next 50 years will be about building super-intelligent “orains”

a b

Al Models

Parallel processing Neural networks trained by data
Many calculations simultaneously Leams patterns from data Much more than calculators!

System makes decisions based on model Could become connected:

rather than explicit instructions _ .
Brain-to-brain network = Al Intemet?

“Reasoning" is opaque,
not driven Dy programming logic

N o . 2 .

Source: Coatup ppinon and anaiyss & of Mowemoar 20023, For lustratve purposas aniy, There ks no guarantes thal Coahsss viesws and projechiona seganding tha Liture polential of &1 are accurate o that any particular Coptue iresmant or Lno wil benelit fom the &) trend, See Appercie-Cacinmrns for
{:GI&T U E mipgriant GRCgwres, NoLUNNG Megariing proeciang ang Irsankocon( siabamants and tends




Al enables a new platform: Intelligence-as-a-service

Intelligence is the next layer of innovation

[oday

e Yann LeCun & = PH ES > SEES 5 IQHES
Platform Softwari e Intelligence-

u o 1S -g-SRniCe e o ean e HS*E'SE’WI“:E
[One of my| opinions on current

LLMs: They are "reactive" & don't
plan nor reason.”

Augment I, GitHub
our capabilities Copilot  Poe

Fluture

Automate
& e our workflows | Gursor rwway

“The right way to think of the
models we create is a reasoning |

@ openAI GPTs

engine, not a fact database.” o Change
character.ai

our existing behaviors

{:D‘&T UE Spuncer Coatue anaksis and opinion -EIZ-III'W'.-'-'E"E.:F 2023 For ilustratve purpasss only. Thrs B no guarantss that Costue’s views and projeciions regarding th fuburs potertial of A ara acturats or that any particular Coatue invesimant o und willbenefit From tha Al trend. Logas Ested sbtes a5 sxamples of tha applcable 5{!
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More research & headcount is not enough to win in Al

—> MSFT leads big research houses in publications —— OpenAl has shipped faster than larger peers

Nurnber of AL related research pubhcations Number of AYML refated ful-time empioyees

10K

U0
I
Microsoft Googhe Facebook Al OpenAl Google Deepmind Facebook Al OpenAl

Sourca CEET a8 o Sapternbar 2073, Opendl a8 of Seplembe 2008, Coatua aralsas and opirkan as ol Mosembaer 2020 Deapirand headcoun B o 8l empoyess bised on Coalus rackong Facebook A haaoc cur repeasents all Coalus labaed "WL" anpireerns al e oomparyy, nol solely AR Opsndl headcour magen s

{:GﬂTUE all engreenng haadcount. Cpendd has shippad ChablGFT, GPT-4, GFT-2Wison, Dale-d n lnst 19 monihs, oompansd o CGooge shippng Baed, Maln shepeeng LLAMA-T and LLAMA- 2 88 tor as maor relenses. For ikairatne purposes only. Thena 15 no puaraniee thatLom ' s vews and prosdctons regacng the uture 51
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Talent has historically been concentrated at a few Al model hubs

—> Major Al model providers are “poaching” talent from one another

Talent inflows & outflows at major research hubs

@DpenAI

INFLOW:
25 people joined OpenAl
from Google DeepMind

, ® cohere

facebook

Artificial Intelligence

s = OUTFLOW:
K 18 people joined Google
q,ip"M"?,E DeepMind from FAIR

Mustrative only: Represents both direct & indirect (=1 hop) flows of talent
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Many talented people are now leaving to start new companies

—— Example Al mafias

Number of founders from Al research houses

Founders
e ~::|l"-'|r1d "u Google Brain @ openAl .n.|_f T —

Example .
companies Inflection 'B Character.Al ANTHROP\C Mistral Al
founded:
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Scaling Al model performance has been a focus of Al researchers

Strategies to scale Open research questions Coatue View

. : . 3 : ; : GFT-4 still "king"; scaling
More parameters Will scaling parameters continue improving performance? experiments likely
continuing

Larger models need more

Larger datasets How much data is optimal for training models? data; extending data runway
& optimizing quality crucial

Focus of mmander of section

Training & inference is getting

More compute Can we reduce the compute costs of training & inference? optimized; Al at the edge is
emerging

Coverad m next sechian an Cloud, DO, Senus

Longer training Can training for more epochs improve performance? Still an open question

MNor oo WA [ Torg flala points o Bmare
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Through 2022: We saw LLM parameters pballoon!

— lllustrative view of parameter sizes of large language models through 2022

Parameter size (B, log) Relative modef parameter size
10,000.00

Minerva (5408)

1,000.00 PaLM (5408)

GPT-3 1758 (davinci) LaMDA BLOOM

Chinchilla

. F‘:arh-..\

@ Codex  GPT-NeoX-208 AlexaTM 208

* GPT-2
e HUBERT

BART-large

. T- T
BERT-Large ¥Net ROBERTa Large « ALBERT-xxlarge

Moore's Law:
doubling every 2 years
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2023. GPT-4 remains "king"...can we continue scaling’

——> Comparison of 2023 models across ELO ranking and MMLU benchmarks...GPT-4 is still the best

Model performance on MMLU benchmark @ - relative model parameter size
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70 L AMALS 708 .GF’T—H.E
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40
55 *MPT-7B
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ELO ranking (human feedback)

Higher ELC is better
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What if there was a $1B training-cost model?

——> Model Training Cost Over Time

A

V2
What would such a
model be capable of?

Model
Training
Cost

GPT 3
| oday

Time
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How Al models are made: Data is a crucial component

—— Data is upstream in process of developing good models

Data prep —> Data evaluation & curation —>  Model training

Public web data

ki

A

@

Select data to

train mogel on,

ACross various
Sources

scale

n@ Snorkel

e

databricks

mlflow

Weights & Biases
O Argilla
WAL @ crequias

>  Model deployment

X

A

Y ] ket ot e L sl

(2
L,

Clean & curate to
improve dataset
quality

For Hustrats B PUFDOGE oy Thare

X

C PyTorch Training & deployment frameworks

e e e e ing

together.a

O Arthur @ Zeno Weights & Biases [+17 GanTh

N ABACUS.AI

©

Amaron LegeMsber

I mosaic™
M mosaic™

Hosted inference = Hugging Face
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L Vertex Al together.ai

Compute providers

Paperspace Lambda
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W CoreWeave @ FluidStack :‘
RunPod
A
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Create custom
model architecture
using training
frameworks

@
Train & iterate
models to
improve
performance

®
Deploy models &
continuously
evaluate to fine-
tune models
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Scaling models require scaling datasets

—— Number of tokens in training datasets increasing overall

Training token dataset size (log, B)

. ==

100,000

Ocs

100

GPT-4 rumored to have
trained on 13T tokens!

. FALM-2

® LLAMA-1 LLAMA-2

@
MFT-30B
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. BLOOM
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Data scarcity Is a potential wall to scaling models

——> High-quality text data could be exhausted soon, images & video have longer runway

Mustrative: Amount of data collected relalive to overall supply
- High quality text

= |mage + video

Overall data supply (relative for each data type)

: : Image + video data
Probable that high quality estimated to last until

text exhausted by 20267 ~2040s, yet will be used
to train different types of
maodels

2018 2020 2022 2024 2026 2028 2030 2032 2034 2036 2038 2040 2042 2044 2046 2048 2050
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Data quality is just as important as data quantity

——> Emerging evidence that training on pruned datasets can result in similar performance in lanquage models

& r
Performance on variety of language model benchmarks 0 CO h e... e

100%
For up to a 1.5B parameter model, pre-training on just 30% of the dataset size can result in
80% similar, if not better performance, across multiple tests! Can this generalize to even larger models?

80%
70%
60%
ol%
A40%
U5
20%

105

0%

Santimeant analysis semantic similarity Taxt classification Natural language infarencea

Full dataset [l Pruned dataset (30% of size)
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Synthetic data can augment fine-tuning

—— Synthetically generated data can help clean or distill datasets for fine-tuning

Results: Synthetic data fine-tuning yields significant improvement compared to zero-shot attempts, though is not yet comparable to real data

Fercentile performance on test
Zero-shot ChatGPT already decent at some

bio tasks!
(&
1
= - “
74
68
ab
33
19
Named entity recognition (Precision) Named entity recognition (Recall) Relation extraction (Precision) Relation extraction (Recall)
Zero-shot ChatGPT I Fine-tuned on synthetic data (BERT) M Fine-tuned on real data (BERT)
CDATUE Sourcer Anee (Tang 2023, Coatus anakess and opinion, aa of Movamber 2023, For ilusirative purposss anty, Thérs & no guarames that Coatua's views and projaciions regarding the fuburg potential of Al ara aocurate o that any paricular Coabue mvestment ar fund will benedt Fom tha Al trandl. See Appendecliscios res i 62
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User feedback data is another way to improve performance

Midjourney collects user feedback to continue refining models

« BOT

Boonpt L
a brown horse, Australian scenery, water reflection

Midjourney V1 . \
Feb 2022) V2 (Apr 2022) — V3 (Jul 2022)

Note:
Midjourney
improvement
' j \ s partially due
Usars choose which w . . to collecting
image to upscale (or user feaedback
generate a variant of), W - but is onty one
effectively choosing ; b= part of the
their preferred image ' h r equation!

V4 (Nov 2022) — V5 (Mar 2023) —> V5.2 (Jun 2023)
CG-&TUE ?":'":-::' AlTubs Discon
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anani eckosires, ncuding regandng prossclions and tonwerd-iocking slelemsnts and irends

63



Ihere are many other opportunities to improve moaels!

——> Beyond scaling parameters & data, there are many angles to push on

¢ ;J

New
architectures

@

K Longer contexts

Multi-modality

Local models
Better model eval .-

9

MNon-aadhaustive, Busirative aooanuity S6f

CGﬂT UE SOU M LAOaiug onadale and aoinich, @8 of Nowamber 2R, -0 IEInaness Durpones only, Tha's B nd guaranios (hal GOt 8 i and Dragcions ragardng ths fue s poemial of A ane oounatn Or Nl @y pariculsy Loaiu myestment Jr iumnd sl Demsd rom this Al Wend, Sed ADpenicie- Disci pournga 1of iImportant
Seciotres, neiuding reganding pro | g Slalsmsrts and trends

fe B and foryeEro-oo)




Al has potential to re-accelerate underlying infrastructure

Anrue O Cloud platforms aws ORAcCLE

2 ) Data center/ hardware / power AMD21 IV o mmi nology.

EQUINIX

CGATU E Scurce Costue anadsls and aoinion a3 of Mo l;""{.-il' LR ] |'l:l"-|.l.EJ|"'3 pLrposas any. Thans & nd puar
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This Al wave has been extremely compute hungry

——> ML models are doubling compute needs for training in months

Moanths to double FLOPS used in modke! training

ran
. -73%
21.3 Months —

Training compute needs now grows
faster than Moore’s Law

5.7 Months

Pre-Deep Learning Era Deep Learning Era
1952 - 2010 2010+
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Training compute has exponentially increased with model sizes

—— Massive inflection in compute needs for Al, ~70X increase from GPT-3 to GPT-4

Computational Petaflops (M, log scale) @ - reiative model parameter size
1,000,000.00

100,000.00

B o Minerva - 540B

Latest executive order requires robust
10.000.00 reporting for models trained using more than PaLM - 540B
100B PFLOPs (10426 FLOPs). This is ~5X
larger than GFT-4’s rumored training
1.000.00 compute of 21B PFLOPs

AlphaCode - 41B Rl

100.00 ® AlexaTM - 20B
e[5-11B GFT-NeoxX - 20B

@ NLLB - 55B
HUBERT - 375M -Gato- 1.2B

+T5 - 3B

1.00 .GPT.2 - 1 5B ALBERT-xxlarge - 223M

BERT-Large - 345M

0.10 ® Sparse all-MLP - 10B
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Inference compute likely to dramatically outpace training

——> Ongoing inference likely to require much more compute than one-time training

Computational Petaflops (B)
100

o

Assuming 100M users at scale making
10 queries per day, that's a ~4X
increase in computational need incurred
PER DAY

8B

18 I
GPT-4 Training 1M GPT-4 users 10M GPT-4 users 100M GPT-4 users

1
One time compute cost! Ongoing daily compute cost!

CGATU E Sourca Sermignabals Comue cpmnion and analyas as of Movermber 2083 Assumes 5850 TFLOPS oken, 150 1okens per quany, For atratye purpesas only. Thaes is no guaranhes that Coal e’ s vaws and prasctians regardng e Liura poiential of Al are scouraia ar that any particular Costus mvasimiar or fnd will banadi
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Al compute has been primarily served by GPUS

——> GPUs are able to serve Al workloads much faster than CPUs

Time to produce an image with Stable Diffusion (lower is better)
530 Seconds

\_/// 459 Seconds

6 Seconds 8 Seconds 8 Seconds 9 Seconds 12 Seconds

A100 RTX 3080 AB000 A5500 RTX 8000 |7-6850K EPYC 7352
J
|

GPUs CPUs
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The demand for GPUs has only begun

—— Estimated ramp up for Al servers growing 25%+ Y/Y through 2026

Estimated global Al server shipments

2023E 2024E 2025E

What are the implications for this global shift in demand for GPUs?
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Follow the GPUs: Al poised to have impacts across our economy

Power Cloud

P32B+

NVDA Revenue
last 12 months

@g NVIDIA.
Data Centers Semis
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The Al wave may stress our power grid

2-3X
$ 8 2 B - Electrical transformer

price Increases

NVDA Revenue &
last 12 months

SSRGS 3-5 Years

Leadtime to connect to
the grid

3-5 GW

More data center power
required "23-24t

50%

Potential increase in power
demand by 2026

_"-"-'-__|||-r.l|_|'|.|:||rI;:l'_'.|"|__;-.;|l\.|."-\.--||'|-'||:r-| 200 PTR e rrversity | Werorsn |EA Schmoders, Contua analy i paikn. & af Howemibser 20028 r st rathen purposes anly. Potental pover ard price ncraases e stimarias s 1 astar el i i aid e wubsect o char yram] i 5
CGﬂTUE ficsiors FICLIANG DaMErd], Py CONSTArSS, SOMPE Do, N Dach ot A adepten. Thers & nd punrasbss Bal Coalus svimas ond projictors rigiroing e fuburs sobirrbal ol A ars accirste o Fil b DSl Loty wrsaimian 16 well Bl it Irgrich. o My L ascian fi
FCIEING egarding pryecha ] IpraRnd-0mEang glatermnas and companas and renda




More GPUS likely means more expensive servers

Higher Server Bill of Materials Due
to GPUs '23-24E

Note: afl estimated numbers

$32B+

NVDA Revenue CPU  ~$2K ~$20K
last 12 months APy o

@ NVIDIA. Storage & RAM ~$20K

Power Supply > ~$5K

Networking & Other $15k

Server Cost
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Could Al workloads drive a cloud reacceleration?

Y'Y revenue growth rates for AWS, GCP, and Azure from Q2 2022 to Q2 2023

$ 8 2 3 + Cloud growth rates

have decelerated

over last four
NVDA Revenue quarters. ..

last 12 months Al could be a
catalyst for growth!

<~ NVIDIA. _,..

-

-
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Al is the latest tech wave to inflect the semiconductor industry

Time Perlod Pre 1990 1990 - 2006 2007 - 2014 2014 - 2022 2022 onwards

Incremental

Semi Spend ~$50B ~$100B ~$150B ~$250B [ ~$500B+ ? ]

Total Semi
e cnda ~$508 -$200B -$3508 ~$6008 -$1.5t+ 2
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The entire semiconductor supply chain has potential to benefit

Semis value chain across manufacturing inputs to device assembly

~2

Semi manufacturing inputs

Materials

Habinhad W adery Lo, Wbl
AR e 25

Unimicron

e F

Ex: Silicon waler

Capital equip.

Ex: EUV Lithography

Semi design and Device ﬁﬁb
manufacturing assembly

IC design/embedded

Sihiiars Fabrication, pkg. & Assembly

testing

Ql'l_tli."l AMDZY ’ FOXConn

- NVIDIA

({cerebras

0l >

Ex: NVIDIA chip design Ex: 3nm chip End .ﬂfﬂﬂﬂ;?mﬁ NVIDIA

wistron

Data center servers
powering Al
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Demand for cutting edge GPUs has exceeded supply

—— H100 GPU prices on aftermarket are typically well above list price

Pricing of individual H100 80GEB GPU units on eBay & Amazon, not reflective of cluster avaiability

$50,000
— List price

- Aftermarket price

$45,000

$40,000

$35,000

$30,000

$25,000
05/23 06/23 07/23 08/23 00/23 10/23 11/23
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Despite intense demand, Al compute costs have decreased

—— Could Al compute resemble cost curves in other sectors? —— Cost of running GPT-3/3.5 down 90% in 5 months!

= Price of lithium batteries
== Cost of DNA sequencing Cost per 1K tokens ($)

$10.500
0.025

0.005

¥
$0.0020

B0

18810 1895 2. AME 2015 20120) GPT-3 (Jan 2023) ChatGPT-3.5 (June 2023)
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Models on edge could alleviate GPU shortage as well

———> Local models on Apple silicon becoming as fast as models running on GPUs

Tokens per second (higher the better) of LILMs

@OpenAI Ethama

@OpenAI
P TLATION
. . :

GPT-4 GPT-3.5 Turbo LLAMA-2 70B GPT4AI CodedAll LLAMA-2 70B

l I
Run on GPUs Run on Apple silicon
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Will we reach Al's Holy Grail?

——— Largest, most expensive models are still most performant....for now

Expensive
H1008/ATOOS recared

Existing tradeoff batween
guality and compute costs...
we need to break this
paradigm!

Limited “intelligence” SOTA Quality

Holy Grail: SOTA quality
while running locally!

Cheap
Fans on Anpke Siloon
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Al has started to create a new ecosystem of tools

p supabase
~ Hugging Face

Al developer
tools

Weights & Biases
W 4’ LangChain
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{:GﬂTUE Sounce Coabus analvis Bnd cpinkon s of Novenbss 20

Al Ops Is a new category of tools for Al engineers

Musirative, non-axhacusiv

ML Ops: Focused on creating ML models

& Snorkel & DataRobot scale

Data labeling

Y Mugging Face mlﬁ,aw O
GitHub

Model hub

) Lightaing™ Weights & Biases

O PyTorch & DataRobot

Model training &
development

¥

B i F ey

mlf}' W

il ABACUS. Al

databricks

5h anyscale

% SELDOW

ol ks

© pr=v

Model inference

Weights & Rinaes

O Arthur

=] EANTHY

tiddler

Monitori
ng = DataRobot

Frendl, Legod Iated AlcAi A ST s Of TN ARpACADEE A

Al Ops: Focused on operationalizing Generative Al

& Snorke) IFIT @ creon
|'||"||EA”-A5 cale

Y weggingrsee D LatchBlo roboflow Meplicate

Data labeling &
curation

Model hub

Hugging Face cole

databricks
43 Snorkel

Fine tuning
WiHumankoop 45 surge’

= Hugging Face ;
Feplicate dotobricks

‘y supabase
%} Pinecone

Model inference

Weights & Biases ) Lightalng™ %, 4 LangChain
W aBacus.al

w v @

LLM Ops

ERTLAS

Vector DBs

Weights & Binses

Monitoring &
evaluation

8 Arthur
& Zeno

[ GANTRY

) Humanloop

Output Guardrails

O Arthur  Nomos Al

Beyond labeling, data curation is becoming more
impaortant as engineers try to enhance model
performance and alignment.

New tools enabling fine tuning and
inference have become easier for the Al
developer to use

Emerging category of tools enabling developers
to use LLMs more effectively; Vector DBs have
exploded in popularity due to embeddings.

secunng the last mile deployment of LLMs through
model evaluation, guardrails, and ongoing RLHF is
supporting a new set of companias
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Data curation tools will be critical for improving models

——> Data curation an emerging new category between data collection & labeling, and model training

scale ool o~ 5-oiio LN T Coeomor B P e

FiopeRskn Pre-training
@ Automatically clean and scrub data for errors

Fine-tuning

Profile the dataset across various metrics (.9. token length RLHF
distribution, entity label distribution)

Curate GL.IFEH'IHQ datasets can reduce

Labeled data feeds ML models _ - _ costs & improve quality. Training
B;% Filter data to include best examplas for training; discard low-

_ _ ; ; _ on -30% of dataset can be
quality samples & identify human errors in labeling sufficient! (from Cohere study)
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=~ Hugging Face

~Ine tuning models has become much more accessible

Hugging Face Autotrain lets you fine tune open-source models on your own data in just a few clicks

‘a k' a N

Select type of task & upload training dataset Hugaing Face suggests suitable models Select model(s) and evaluate model training progress

. New project Model 10 R - Accurncy |

3%
129982 0. 2462 a.

#329932 '32??51 & BIFI9T B. 4189 o, Yl

#379970 0.2453 @, 189
Progect name
#I29981 82212 @, %117
#IZ99T4 0. 2605 . ]

Task LEFLL 0. 24408 @, 9ay

#329978 #329575 8.2813 8.9022

Text Classification (Binary)
#129972 0.2655 8. 8981

Training files

IMDB_train.csv

_ ‘ ' y . A I
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LLM Ops & Vector DBs are a new enabling layer for Al apps

—— Tools are already being put into production —— LLM Ops & Vector DBs enable retrieval augmentation

Cumulative installs (incf. maching)

COATUE

30M

% 4’ LangChain

Notion Al
ty
LLMs

Crutputs response to user
guery, with context
provided by LLM
orchestrator

&0

ANTHROPAC
cohiere N
5 ADEPT
£} Pinecone

Embeddings model
indexes unstructured data

11/22

01/23

03/23

05/23

07/23

09/23

11/23

character.ai

Al Applications

4 GitHub Copilot Chat

t
LLM Ops platforms

LLM Ops chain and manage prompts + language model responses,
and servas this to the end application

i i el i

MULTI-ON

. 4 LangChain

*
Vector DBs

Embeddings stored in vector DBs; provides similarity search given
query from LLM orchestrator

Yy supabase -
Bavector &7 Pinecone

*wmirh

Unstructured data
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Can VectorDBs be standalone winners”

—— Only three DB types have significant public outcomes

——> Startups have tried to create new categories of DBs

e
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i
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W Materialize ﬂﬂCHSET
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Real-time streaming DBs

-
Graph DBs

<. > Relational Al

p
Observability
splunk> | 6G)

: srafana
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new relic
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DATADOG

~$25B

M -Neodj
Amazon Reptane
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outcomes vet...

N
rl,.r'_
Vector DBs

@ Milvus * weaviate
+':" 1
2> Pinecone

... Will vector DBs be

different?
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General purpose datalbases are being used as VectorDBs too

—> % of Supabase projects using pgvector ‘y supabase

L —

01/23 02/23 03/23 04/23 05/23
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LigcicaLnes for mportan] cisciosuras, Inchding reganding projaclions and tonaardHooking shalaments and rends




Problem: \Vodel evaluation is broken today

— Humans prefer Claude 1 to Claude 2...

— ...But Claude 2 performs better on benchmarks

Overall win rates (human preference) against other models . LMSYS

COATUE

809% 7%

2%

70%
73%

60%
50% e
40%
30%
20%

10%

0%

Performance on different benchmarks AN T H RO P\c

2% better
BEY%
85%

1%

Base

Claude 1 Claude 2 Bar exam Coding proficlency  Grade school math Harmilessness

Claude 1 [ Claude 2

Source LMSYS, Anthopic, Coabue araiyas and opinion, as of Mosamber 2023, For ilustratve purpasss any, There 8 no guarantsa that Coatua s views. and projeciions regarding the fubura poteniial of Al are accurata or that any pamcusr Coahue mvestment ar fund wil benefit fom the Al trend, Logos sed abows &3
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—valuation is one of many ‘last mile’ tools needed for Al in production

—— Last-mile tooling can improve Al accuracy and alignment —— This may help prevent hallucinations in critical sectors!

Industrials case study: Al applied to prognostics & health mgmt. (PHM)

% of gquestions with hallucinated answers

® ChatGPT

@® Bard
Iterate

Fine-tuning
and in-
context
learning

Maintenance & Heliability Knowledge Exam PHM Knowledge Exam

= Example last mile tooling
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We're excited that Al Ops enables more developers to build apps

——> New Al Ops tooling is accessible to all developers

Mustrative # of Agdressable Developers

. = future outcomes

= existing outcomes

<100K ~300K

Deep Learning Era Rise of ML Engineers Era of Al Ops Natural language programming
Pre-2015 2015-2022 2023+ As soon as 20247

Example comparnies Example companies Example companias Example companias

O PyTorch miflfow  W&B ; @ 0penAI GPTs

Deep Learning Frameworks Transformers and ML Ops Could OpenAl's GPTs become
primarily usable only by ML making building with models Al Cps toois enables af the first way billions of people

researchers easier for more ML engineers O mopm D C8 - e build Al apps with no code?
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1he application layer iIs where humans will interact witn Al

characterai Otome Al apps ChatGPT

GitHub
Copilot
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We expect Al to become even more impactful and autonomous

Accuracy

Copilots for g'g @ Nl Lej,
skilled workers S;E_)B .-L :‘?f,_

Al skilled
Gowb ¥ LatchBio e labor

Lopiog

Al Al Al Al
lawyer scientist exec. doctor

c' i .EhntGPT

Human +
Al Copilot

Al Agent +
Human Copilot

Creative content 5 [I I] 00 Cff?j
generation 000 [l[] &
Al content

m T T S creators
runway 5. e " = i

O‘t C) marketers influencers artists
ome -) Jasper

— Today Future Al Autopilot

Creativity
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We have seen this before: Copilot phase was short-lived in chess

—— Computer chess rating

ELO Rating o
omputer
2500 S chess rating

1997 IHM's Daar
Hlue beats Kasparow

Grandmasters

“No doubt that a human paired with a
computer is better than the single
strongest computer in chess”

— Gary Kasparov

Human > Machina Machine beats all
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Al adoption accelerating across creative modalities

——> Usage of Runway’s Al video tools over time 2 runway — Midjourney Discord members over time

G342%>

T1M
8M
4M
aM
2M
2M
1M . I

11/22  12/22 01/23 02/23 03/23 0423 0523 06/23 11/22 12/22 01/23 02/23 03/23 04/23 05/23 06/23
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Al ramping up for design use cases in professional settings

—— Cumulative Tome signups {Ctome —— Alsolar designs generated » aurora

54 AN
G 191%> C2TA00%>

8,000
1,000

01/23 02723 03723 Od/23 W2 2022 Q3 2022 1 2023
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Al Is inflecting within software development tools too

——> Al projects on Replit (annualized) :' IEP]-it —— Cumulative VSCode installs m codeium
202> y AT X
328K J21K
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Massive apps created on both sides of S-Curves of prev. cycles

—— Application tech companies founded and US market cap along S-Curves

100% 2002 - 2006
$900 Billion Smartphones

2012 - 2016
facebook. Linked[ Internet $250 EV
2 YouTube () shopify

ROBLEX # instacart

1994 - 1998
$3.2 Trillion Google
NETFLIX 2008 - 2011
“ BOOKING $200 Billion

amazon () airby

0%

{900 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 2016 2018 2020 2022 2024
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Incumbents gained most In smartphones: what about Al”7

Incumbents (Pre-2007)

@ Apple Google  facebook

amazon NETFLIX % BOOKING

rasLax [ shopify

Native Mobile First (Post-2007)

(oyairbnb Uber ¢ TikTok

“DDOORDASH " instacart
(@ Pinterest

/ % SnapChat

Capial © and Coatus snalyss and aopnen as of November 2023, For llusalive purposes ondy. Thg |
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Al could drive Incumbent price Increases

—— Microsoft Office Copilot could be an 80%+ increase in ARPU for Office users

Fer seat per month cost of Microsoft 365 ES license

On-Prem* Cloud Cloud + Al

Sourns: Momsak ErErg 4% of Mdwarmer JU DU o Ddr month poceng ok Citfice 2010 Bex I'.*r-'r:i'.-::".lllI-'-::r'gn"!E.l 1t Ord saaumas 4. vely Lsaps, Male that Iicrraod® A Cogslod prcng at £ par month i3 Based oo pubicly arnoundsd Ererg|, Lo fndyies and Jpenon 3 of Novembe S0, FOr sustatne
puposes only, Thera @ no guranies hat Coaiue' svisss ano projeciong reganding the futurs poterdsl of A are accwals or thal ary particular Coabus inseaimar o und sl penelt from tha Al fend. See sppence-Decicaunss for mpomon daciosuras, incudng regardng projecions and ionwarcHooking slaiaments and gg
Ferds




s Al a game of kings or attackers”

Incumbent Kings M] Al Native Attackers % l

R i
1
1

j v Fast and nimble

' N/ Creative and risk-on
W Full support infrastructure " No tech debt
W Large capital reserves / Attract higher density of tech talent

X Slow and risk averse X Need for external funding

{ Fast moving incumbents > Al natives > Laggard incumbents
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[he piggest monile startups unlocked new benaviors. ..

On Demand Access Real-time Photo Mobile
: to Underutilized Sharing &
Mobile Assets Messaging

Technology | Klarna‘aﬂ’m

Fintech

o' TikTok |
Robinhood #

Mobile Camera = DOORDASH
Mobile Internet

App stores £ instacart

+$215B Mkt Cap +$250B Mkt Cap +380B Mkt Cap
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Al startups should aim to create new behaviors too

Artificial
Intelligence

“Most entrepreneurial ideas

will sound crazy, stupid and
uneconomic, and then they'll ; Models that

turn out to be right” 5 can reason?
—Reed Hastings |
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Example: Character Al creating new virtual companions

— Users flocking to Character to chat with Al personas - brand new behavior!

Monthly active web users Average time spent per visit character.ai
18M 9
16M
14M
12M
10M
8M
6M
4M

2M

oM
01/22 03/22 05/22 07/22 08/22 11/22 01/23 03/23 05/23 07/23 089/23 11/23

COATUE Sourcer Coatue opmion and araehymss a8 of Movemiper 2023, For ilugtnative purpasss anly, Highlighited compary i an exampls of appicake A company hypa; do not necassariy rapresant Coatue mestmeans, Thes i no guarsntes thal Cosbua'svesws and proectans regardng the future potertial of Al are aocunate or that any
partcular Coabss imvegimeny o fund vl Benalt fram tha Al Irend, Soe Appencle-Liacicaunes or mmportand decicaunes, nciing regarding projechce d forwErcHOoRng shatomanis and trends




Example: Al as an autopilot could transform org structures

—— Previously, scaling businesses meant scaling headcount —— With Al, scaling business means scaling compute!

N T-T=T=[=] P .

Product & Engineering @

Al autopilot

Engineering

=l | Bs) Bes) B
Sales, support, @

and marketing
Sales & Support Growth & Marketing Al autopilot

203 203, 202 I | Ao | P2 | RS

M

Operations Finance & Legal Finance, legal Ir"'_"\! @

202, § SoQ § So2 § Qo0 § § 200, § 200, § 200, § 800 Al autopilot
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There remains huge opportunity across modalities

Category

Example opportunities

Open challenges

Code

Search

Other (e.g.
robotics)

$600B+

size of global software’
market today

Software synthesis

Al musicians = e >

size of music industry today

LLM-based search
Google Search revenue today

$100B+

size of global movie &
entertainment industry today

Text-to-video

$35B+

size of robotics market today

Robotic perception - >

Hallucinations
Code security & robustness at scale
Integrations with existing SW deployment process

Copyright infringement with artists
Incumbent distribution effects more pronounced (e.g. Apple
audicbooks, Spotify)

Costs 1o use agent-automated search
Response latency
Incumbent advantages in search data & distribution

Photorealism
Content moderation
Compute costs at scale

Hardware costs and upfront capital outlays
Lnproven text-to-action workflow

Al could increase the opportunity size of all these markets!
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Al has potential to unlock “the super app of the VWest”

Mobile era Al era

Users } Users
A A \ A J
s e A e ~ r"' Y
Standalone
Web browser Apps Super Apps
26 & = ~$600B Al Super App
: Market Cap Market Cap ONe-stop-snop + actions
s O 5 TEHEEHH:CTb s
. (= Taobao
. T PN .E";'Fdﬂ SR A ) . A S
- . - ) P ™)
Hardware + OS IQaasS + Hardware
P imsuncg ~ ~$5T NVIDIA OpenAl
o ‘ Market Cap ] <3 ' ©0p
O o .
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Key Topics

— Coatue view: the best of Al is yet to come
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Coatue View: The future top coding language will be English

Today Future

P . : e
English _ |
Js @ (17} Foundation models targeted at code Natural language to programming,
generation debugging, and deployment

:- I'E'plit Pool gide

Ghostwriter m :
- < " From idea expressed in English. ..

CODEGEM

@ Copilot systems that suggest code
With help of future Al systems. ..
=

o= replit @5 Sithut IESTIIS om replit pooiside
Ghostwriter 5 Ghostwriter

: : 3. GitHub
codeium Cursor m codeium Copilot
| Cursor
@ Emerging coding agents

Factory m sudocode ... 1o fully fledged application in
minutes!

And future companies?
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Coatue View: On-device Al will become more widespread

Will everyone have a powerful LLM in their pocket?

Today: MLC LLM allows you to run models on your phone

Tokens per second 13

Data Center e Everywhere -
9

RedPajama 3B Vicuna 7B

Future: Rumored Apple Al strategy
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Coatue View: Scaling Al is an engineering challenge

Engineering headcount at OpenAl has increased over 39X since GPT-3 came out

Estimated Y/Y growth rate in Opendl engineering headcount

90%

Aug 2023 saw ~70%
; Y/Y engineering
20% headcount growth!

0%

Research o Engineering il

0%
40%
30%
20%

10%

01/2020 07/20 01/21 07/21 01/22 07/22 01/23 07/23 01/24

Estimated ¥ GPT-3 Chat-GPT Sep 2023

ofengineers  _430 gngineers ~280 engineers ~430 angineers
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Coatue View: Private datasets can unlock new use cases

Imagine what Al can do
with Proprietary Data!

Personalized

Biotech fohmonafohmon medicine

Generate

— NETFLIX 4> showson-

demand

Public data o Private data 3D Models t\ AUTODESK > 523;;?

Infinite worlds
& content

(Nintendo)

Al shopping

eCommerce SHEIN ‘
concierge
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Coatue View: Innovation in multimodality is a new frontier

Step by step written
+ ChatGPT = instructions if you get
confused by IKEA diagrams!

Open questions:

Does training on multimodal datasets enable
better reasoning capabilities for models?

Uni dall O M | d | How can we keep multimodal models safe to use?
nimodalit ultimoda

y ity What interesting emergent properties can we see
from using the multimodal embeddings space?

How do we scale multimodal datasets to train
better models?
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Coatue View: New advancements in architecture coming

Cutting edge Al research emerging to improve Transformers

Today | Architecture improvements: Flash Attention
72%

Model FLOPS utVization (i.e. efficiency)
56%
. .

Baseline Flash Attention (2022) Flash Attention 2 (2023)

Future | New architectures: Hyana

Bcnchmuhln; Hyena

- &r — i FlashAttention -

2

104 10° : ll}:’ 3 11}" ry 1048
Sequence Length Sequence Length

Could Hyena architecture enable million-token length context windows?

Current gen e

Runtime [ms|
&
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Solving Al's challenges has potential to unlock vast opportunities

Enterprise

Near term Model output Modalities Availability deployment

HEGLD Multi-modal models On-device A& low- o iance quardrails
Hallucinations L ) cost deployments sompliance guararalls

Discovery & novel Long-form video Al authentication &
ey . Abundant hardware Sy
iNsights generation permissioning

Model : . SOTA models . .
T Embodied robotics e , Al ethics & security
explainability available for all

i
i
|
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i
i
|
i
i
i
i
i
i
i
|
1
i
i
|
i
i
i
|
i
A

+ more challenges yet to come...

&
Generally useful Al for all
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Appendix - Disclosures

Coatue Analysis

Artificial
Intelligence (Al)

Forward-looking
Statements &
Projections

Companies and
Trends

COATUE

This whitepaper reflects Coatue’s opinions and analysis on Al as of the date of this presentation and does not constitute investment advice or a
recommendation to buy or sell any securities. Since Al is an emerging technology, we expect our views may evolve or shift over time. As such, information
herein is subject to change at anytime without notice.

Unless otherwise indicated, any figures and calculations herein are for informational purposes only, computed by Coatue or its advisors and not audited by any
third party.

Although Coatue believes that the data expressed in this presentation is accurate and reasonable, actual results could differ materially from those

projected or assumed, and such projections are subject to change, and are subject to inherent risks and uncertainties. Neither Coatue nor ils
affiliates or advisors guarantees the accuracy or completeness of the information. Accordingly, neither Coatue nor any of its affiliates, advisors or

am;)lﬂ'y'eas shall ba |IEb|E to you or anyone elaa f::nr any In55 or damag% frum use c-f tha mfﬂrmatlﬂn cﬂntalnad ll'"l thls presentatlﬂn.

This prasentatlcm contains fc:rwarr::l Ir.::v::kmg pl"E!ﬂICtICJI"IE regardlng AI and its pr::-tantlal impacts and opportunities, all rJf whlch are subject toa numbaf r::f factr::rs
and uncertainties, Any characterization of Al herein is the opinion of Coatue, is subject to change, and should not be relied upon in making an investment
decision. Given that Al is an emerging technology, assessing the future trajectory of the Al industry is inherently challenging, and Coatue's views on its success
or failure can be subjective and based on incomplete information, limited perspectives, or speculative assumptions, See also the disclosures regarding
forward-looking statements,

Companies herein are not intended to highlight or represent the Coatue portfolio, but rather the broader Al theme, which by nature may include Coatue
investments. To the extent Coatue portfolio companies or investments are included herein, Coatus makes no suggestion or guarantee regarding the future
outcomes or performance of such companies.

Even if Coatue's characterizations and opinions regarding the Al trend were to prove accurate, there is no suggestion or guarantee that Coatue will be able to
identify and invest in opportunities presented by Al. The Al industry is multifaceted, encompassing various technologies, applications, and market dynamics. Its

ﬂumplemw makes it suscaptlble to unpa'adlr:tablra davelcapmants |ncludlng Dreakthrﬂugh |nr1cwatlﬂns dlsruptwe tachnalagms Gf unaxpar:teﬂ challangas

This presentation contains forecasts, projections and other forward-looking statements, including (but not limited to) the occurrence or cutcome of anticipated
events, estimates, future performance and adaption of Al. Due to various risks and uncertainties, actual events, results of these events may differ materially
from those reflected or contemplated in such forward-looking statements. There is no guarantee that such forecasts, projections or forward-looking
staterments will occur and therefore should not be relied upon,

The companies referenced herein are included for informational purposes only. The information herein does not constitute investment advice or a
recommendation to buy or sell any securities. The companies do not necessarily represent stocks or investments that Coatue owned or owns. In addition,
the trends identified and discussed in this presentation reflect the opinions of Coatue. The trends discussed do not reflect the entire universe and could be
impacted by market factors, changes in laws and other factors.

No third-party firm or company names, brands or logos used in this presentation are Coatue's trademarks or reqistered trademarks, and they remain the
property of their respective holders and not Coatue. The inclusion of any third-party firm and/or company names, brands and/or logos does not imply any
affiliation with these firms or companies. None of these firms or companies has endorsed the investment opportunity described herein, Ceoatue, any affiliates
of Coatus, or Coatue’s personnal,



